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Background

Speech Emotion Recognition (SER) is an important research direction in
affective computing, pattern recognition, signal processing and human-machine
interaction. The goal of SER is to identify the emotion categories from speech
signals, such as fear, anger, sadness, pleasure, and so on.
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The process  of  SER
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Learning a transfer subspace, which can obtain a
common subspace to reduce the discrepancy
between databases.
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Tradit ional  SER method

Many classification algorithms have been employed for SER，including：

• Hidden Markov model (HMM)

• Gaussian mixture model (GMM)

• Support vector machine (SVM)

• Neural network (NN)

• Deep neural network (DNN)

• Sparse representation

• Regression algorithms
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The chal lenging problem

• Data distribution mismatch problem: in practical application scenarios, the
speaker's gender, language, age and so on are different.

• Insufficient labels problem: labeling speech emotion is time-consuming,
laborious, and require a large number of professionals.

The challenging cross-database SER problem



Transfer learning

Transfer learning: The idea of transfer learning is to transfer the knowledge
gained from one domain (source domain) to learn the knowledge of related but
different domain ( target domain).

We take the labeled database as the source domain and the unlabeled database as
the target domain. The transfer learning can be used to solve the cross-database
SER problem.



The re lated works

Transfer learning for cross-database:

• Joint Distribution Adaptation (JDA) 2013
• Domain-adaptive least-squares regression (DaLSR) 2016
• Joint Geometrical and Statistical Alignment (JGSA) 2017
• Locality Preserving Joint Transfer (LPJT) 2019
• Transfer Sparse Discriminant Subspace Learning (TSDSL) 2019
• Deep Adaptation Networks (DAN) 2015
• Deep Subdomain Adaptation Networks (DSAN) 2021
• Deep Adaptation Regression (DAR) 2021
• Dual-level Adaptive and Discriminative (DLAD) 2022



T h e  p ro p o s e d  m e t h o d



The proposed method

Problem Formulation:

We aim to learn a common projection subspace P by aligning the source and target distributions,

where the corpus discrepancy would be well reduced. The objective function of the proposed

GSDA can be formulated as follows:

The first item F(P, X) is a generalized subspace learning method, in which the original feature

space is projected into a low-dimensional common subspace. The second item G(P, X) is the

distance metric learning strategy. The third item S(P) is a sparse regularization term.



The proposed method

Distance Metric：

Examples of GSDA：

1）GSDA-PCA:

2）GSDA-LDA:
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Experimental  setup

• Databases: Berlin (B) , IEMOCAP (I), and CVE (C).
We select five common emotional categories, i.e., anger (AN), neutral (NE),
happiness (HA), and sadness (SA), in our experiments.

• Feature Extraction:
Low-level feature: we use the openSMILE toolkit to extract the feature set of the
INTERSPEECH 2010 paralinguistic challenge (1582-dimensional).
Deep feature: we extract the Mel spectrograms to learn 2,048-dimensional deep
features by ResNet50. Specifically, given a cross-corpus task, we fine-tune a pre-
trained ResNet-50 model on the source corpus, and extract 2048-dimensional deep
features of the target corpus using the fine-tuned mode.

• Classifier: linear SVM.

• Evaluation metric: the weighted average recall (WAR).



Experimental  resul ts



Confusion Matrices



Convergence  Analys is

GSDA-PCA GSDA-LDA



Conclus ions

• We proposed GSDA utilizes a novel distance metric learning strategy to reduce the 
discrepancy between different corpora

• Extensive experimental results show that the proposed GSDA achieves superior 
performance than state-of-the-art compared algorithms.

• In the future, we will investigate to develop the deep transfer learning methods 
using the the proposed strategy to solve the cross-corpus dimensional SER problem.
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