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01 Background

The main purpose of Speech Emotion Recognition (SER) is to classify speech
signals according to different emotions, such as anger, disgust, fear, happiness, and
sadness. It is widely used in various popular fields such as affective computing,
pattern recognition, signal processing and human-computer interaction.

Driving assist system Automatic translation Robot interaction



01 The process of SER
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01 Traditional SER method

Many classification algorithms have been employed for SER，including：

• Hidden Markov model (HMM)

• Gaussian mixture model (GMM)

• Support vector machine (SVM)

• Neural network (NN)

• Deep neural network (DNN)

• Sparse representation

• Regression algorithms
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02 The challenging problem

• Data distribution mismatch problem: in practical application scenarios, the
speaker's gender, language, age and so on are different.

• Underutilize Label Information: The label information in the source domain
has not been fully utilized to guide the transfer.



02 Transfer learning

Transfer learning: The idea of transfer learning is to transfer the knowledge
gained from one domain (source domain) to learn the knowledge of related but
different domain ( target domain).

We take the labeled database as the source domain and the unlabeled database as
the target domain. The transfer learning can be used to solve the cross-domain SER
problem.



02 The related works

Transfer learning for cross-domain SER:

• transfer component analysis (TCA) 2010
• joint distribution adaptation (JDA) 2013
• transfer joint matching (TJM) 2014
• balanced distribution adaptation (BDA) 2017
• transfer linear discriminant analysis (TLDA) 2018
• robust discriminative sparse regression (RDSR) 2020
• joint transfer subspace learning and regression (JTSLR) 2021
• transferable discriminant linear regression (TDLR) 2022
• unsupervised transfer components learning (UTCL) 2023
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03 The discriminant regression 
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Discriminative regression is a classic approach commonly used in
classification tasks. To address the inherent trade-off between model
flexibility and overfitting, we rewrite traditional discriminative regression to
efficiently utilize label information of the source domain.



03 The dynamic graph regularization
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During the projection from high-dimensional space to low-dimensional subspace, 
the inherent local geometric structure of data may be destroyed. To address this 
issue, we introduce the graph Laplacian. And we introduce an adaptive learning 
strategy into the process of transfer learning, which can learn an adaptive manifold 
structure by adaptively updating the similarity matrix. With the following formula, 
the distribution gap between the two domains can be effectively minimized.



03 Our method DGTR
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discriminant regression 

dynamic graph regularization

sparse constraint

Combining the above two equations, the objective function of DGTR is formulated
as follows:
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04 Experimental setup

Databases: Berlin (B), IEMOCAP (I), CVE (C), and TESS (T).

Emotional categories: anger (AN), neutral (NE), happiness (HA), and sadness (SA)

Feature Extraction: For low-level features, we use the 1582-dimensional standard

feature set in INTERSPEECH 2010 Paralinguistic challenge and use the linear support

vector machine (SVM) as the baseline classifier.

For deep features, we use ResNet-50 model on Mel spectrograms to obtain 2048-

dimensional deep features.

Tasks: 12 cross-domain SER tasks, i.e., C→B, I→B, T→B, B→C, I→C, T→C, B→I,

C→I, T→I, B→T, C→T, and I→T.
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Conclusion:

We propose a novel cross-domain SER method, named dynamic graph-guided
transferable regression (DGTR). It utilizes the source labels to guide the pro-
cedures of transfer, and designs a dynamic graph to effectively minimize the
distribution gap across two domains. We also impose an ℓ2,1-norm on the 
projection matrix to make the model robust. Experimental results show the 
superiority of DGTR over some state-of-the art methods.

In the future, we will integrate the proposed method into the deep transfer 
learning framework to obtain better recognition results.
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